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ABSTRACT: In the present work, a neural network able to for-
mulate fats with three ingredients derived from soybean (one
refined oil and two hydrogenated base stocks) was built and
trained. The training of the network was accomplished with
data on the solid fat content (SFC) of 112 products, association
with the proportions of the raw material used in their formula-
tion. After the training, the network furnished, from the re-
quested solid profiles, the possible formulations for the desired
product. According to the statistical analysis applied to the re-
sults obtained, larger mean errors were observed in products
with very low SFC and the smallest errors were found in prod-
ucts with high SFC. Regarding different temperatures, the net-
work performance was more accurate for 10, 20, and 25°C than
for 30, 35, and 37.5°C, where the lower measurements resulted
in larger relative errors. According to evaluation by industrial
experts, all the responses furnished by the network after its train-
ing were considered within the acceptable variation limits. For
these experts, the network knowledge generalization (accom-
plished with products not presented during the training) was
considered highly efficient (nearly 100%).
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The fats and oils industry, following a worldwide trend, is
using more and more computers in the automation of their fa-
cilities and processes. These procedures have as a goal the
production of higher-quality and lower-cost products for an
ever more competitive market. Besides the automation
reached through computation, artificial intelligence has been
proposed for process control in widely diverse fields (1).
Neural networks, one of the branches of artificial intelligence,
have already been used in the fats and oils field to classify dif-
ferent kinds of oils (2,3), to characterize and classify edible
oil blends (4), and to detect olive oil and butter adulterations
(5,6).

Despite developments in the computer science field and
the incorporation of use computer in the 1970s and 1980s, the
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production of special fats through blending still depends a
great deal on formulators and makes use of many trial-and-
error procedures (7-9). It was demonstrated in a previous
work that neural networks could be used to formulate hydro-
genated fats in a fast and efficient manner (10).

In the present work, a similar neural network was built
(10), trained with 112 products that were formulated with dif-
ferent raw materials, also derived from soybean. The network
performance was statistically evaluated and by experts from
the fat-formulating industry.

EXPERIMENTAL PROCEDURES

Raw materials. Two hydrogenated bases derived from soy-
bean oil and one refined soybean oil were furnished by Sadia
S.A. (Paranagua, Brazil). Characteristics of these products are
presented in Table 1.

Equipment. A Pentium II computer, 266 MHz, 32Mb, 3.0
Gb HD (Blaster); pulsed nuclear magnetic resonance spec-
trometer (Minispec PC 120; Bruker, Karlsruhe, Germany);
and an infrared spectrophotometer (model 1600 Series FTIR;
Perkin Elmer, Norwalk, CT).

Analytical methods. lodine value, AOCS Cd 1b-87 (11);
slip melting point, AOCS Cc 3-25 (11); Isolated trans iso-
mers, AOAC (12); and solid fat content (SFC), AOCS Cd 16-
81 (11), serial method, temperatures: 10, 20, 25, 30, 35, and
37.5°C.

Neural network. The topology of the network used and its
main characteristics were described by Block et al. (10).

Training, operation, learning verification, and network ef-
ficiency. The methodology used for the training operation,
learning verification, and knowledge generalization of the
network are as follows: (i) Formulation of 112 products from
three described raw materials; (ii) determination of the SFC
in the formulated products; (iii) network training having as
input data the determined solid profiles, and the proportion of
raw material as the output data; (iv) inserting of the trained
network in a computational system: interface network/user;
(v) learning verification through the solicitation of the formu-
lation of the products used in training, when the response of
the minor error is experimentally verified; and (vi) efficiency
verification in generalizing unknown data, asking the formu-
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TABLE 1
Characteristics of the Raw Material®

SFC (%)
Raw material \Y SP Trans (%) 10°C 20°C 25°C 30°C 35°C 37.5°C
Soybean oil 124.9 ND ND ND ND ND ND ND ND
Base 1 86.2 32.1 36.0 35.7 18.9 11.1 3.6 0.0 0.0
Base 2 64.7 419 46.8 66.9 47.9 39.8 30.8 14.2 7.5

AV, iodine value; Trans, trans fatty acids (%); SP, softening point, °C; SFC, solid fat content; ND, not determined.

TABLE 2
Classification of Products Used in Network Training
According to the Solid Fat Content at 10°C

Solid fat contents at 10°C (%) Number of products %
Class 1 (0-9.9) 9 8.0
Class 2 (10-19.9 19 17.0
Class 3 (20-29.9 27 24.1

(
( )
( )
Class 4 (30-39.9) 26
( )
( )
(

23.2
Class 5 (40-49.9 21 19.7
Class 6 (50-59.9 9 8.0
Class 7 (>59.9) 1 0.8
Total 112 100

lation of 17 products, that, although belonging to the example
universe, were not used for training.

Statistical analysis data. Variance analysis was carried out
with Microsoft Excel v. 97 (Richmond, WA), based upon the
absolute value of the relative error between the network sug-
gested SFC values and the experimental values obtained with
the network furnished formulation:

|(suggested value — experimental value)

relative error (%) = x100[ [1]

suggested value

TABLE 3

Statistical analysis was also accomplished by excluding
outliers (relative mean error greater than 100%), which could
result in dubious data analyses. To facilitate the analysis of
the results, the universe of the products used in the training
step of the network was classified according to the SFC at
10°C (Table 2).

Network expert evaluation. Two experts with considerable
experience in fat formulation currently working in Brazilian
fat products industries have analyzed the results based on ac-
ceptable variation ranges for the product solid profiles. The
variation range was of 2.5, 2.0, 2.0, 1.5, 1.0, and 0.5% for
temperatures of 10, 20, 25, 30, 35, and 37.5°C, respectively.

RESULTS AND DISCUSSION

Some examples of formulated products used in learning and
learning verification of the neural network are presented in
Table 3; complete data (112 examples) can be found at:
http://www.fea.unicamp.br/dta/conteudo/oleos/table5.htm.
The term “Solicited” refers to the SFC blend profiles used in
the network training and for which the network will furnish a
response of formulation (response of minor mean error) cor-
responding to the proportion in percentage of each raw mate-

Some Examples? of Formulated Products Used in Learning and Learning Verification of the Neural Network

Solid fat content (%)

Product Formulation 10°C 20°C 25°C 30°C 35°C 37.5°C

1 Solicited (0:90:10) 57.35 39.18 30.73 23.93 12.34 7.15
Determined (5:87.3:7.7) 56.23 39.84 33.54 24.76 12.19 6.66

2 Solicited (0:80:20) 48.51 32.66 25.47 19.65 9.48 5.35
Determined (10:74.7:15.3) 47.67 33.01 27.30 19.22 8.68 4.79

3 Solicited (0:70:30) 40.22 26.73 20.23 14.63 7.04 3.60
Determined (0:69.6:30.3) 39.57 26.97 22.34 15.25 6.81 3.66

4 Solicited (0:60:40) 33.66 21.32 15.37 11.19 4.78 2.15
Determined (4.9:57.2:37.8) 33.11 21.94 17.99 11.34 5.29 2.23

5 Solicited (0:50:50) 26.71 15.73 11.40 7.35 2.69 0.96
Determined (14.9:40.6:44.5) 26.43 15.87 12.38 7.55 2.58 0.90

6 Solicited (0:40:60) 20.52 11.99 8.26 7.80 1.62 0.37
Determined (0:41:59) 20.91 12.06 9.11 4.91 1.65 0.32

7 Solicited (0:30:70) 14.25 7.31 5.12 2.76 0.42 0.00
Determined (0:30.1:69.9) 13.87 7.18 5.31 2.67 0.54 0.00

8 Solicited (0:20:80) 9.55 4.49 2.17 1.10 0.00 0.00
Determined (25.1:5.7:69.2) 9.44 3.74 1.72 0.79 0.15 0.00

9 Solicited (0:10:90) 4.16 1.52 0.72 0.00 0.00 0.00
Determined (0:8.3:91.6) 3.42 1.15 0.51 0.00 0.00 0.00

10 Solicited (10:80:10) 53.01 35.89 28.41 21.26 10.48 5.69
Determined (20:73.6:6.4) 53.01 35.75 30.50 21.60 10.09 5.12

“The complete data (112 examples) can be found on the Fats & Oils Lab home page at: http://www.fea.unicamp.br/dta/conteudo/oleos/table5.htm.
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rial. The proposed formulation by the network was elaborated
and the solid profiles experimentally determined (“Experi-
mental” term). The network was built to furnish, besides the
proportion of each raw material, the expected solid profiles
for each product (theoretical data, not presented).

According to the results, among the 112 products formu-
lated by the network, 85 formulations (75.9%) were different
from those presented during the training step, indicating that
the network goes through its own way to solve the problem
that is presented to it.

According to the variation analysis applied to the 112
products of the network, a significant difference was observed
(P =0.005) among the products 95, 98, 44, 112, 49 and the
others.

Products 49, 112, and 44 presented as a common charac-
teristic, low SFC at 10°C (11.8; 6.1, and 10.6%, respectively),
typical values of fluid fats. Products 98 and 95 presented typ-
ical solid profiles of soft spreads and soft margarines, with
SFC around 20% at 10°C; product 95, despite the high mean
error, presented a characteristic graph of what formulators
have agreed to call “perfect melting.” This type of graph pre-
sents the following profile: 5°C = 27%; 10°C = 22%; 20°C =
10%; 30°C = 2%; 35°C = 0%, and 40°C = 0%.

The mean errors presented by these products, which can
vary from 455.6% (blend 95) to 1083.0% (blend 49), were
higher at temperatures between 30 and 37.5°C. At these tem-
peratures, the solid contents of these products were very close
or equal to zero, resulting in very high relative errors, not nec-
essarily meaning an exaggerated or unacceptable difference
among the results.

The smaller mean error was observed for product 66
(0.8%), characterized as a hard product with high solids con-
tent (49.5% at 10°C and 4% at 37.5°C).

For the experts, all the responses furnished by the network
were considered within the defined specifications for the for-
mulated products. In some cases (35 products), the experi-
mental response was better than that suggested by the net-
work in all or in most of the temperatures (products 6, 7, 9,
10, 12, 18, 20, 24, 31, 39, 43-51, 53, 55, 63, 65, 66, 86, 88,
90, 91, 98, 101, 103, 104, 108, 110, 112).

Among the obtained results, the following products were
considered outliers: 45, 8, 39, 54, 95, 98, 44, 112 and 49, with
mean errors between 124.6 (45) and 1083.0% (49). These
products presented very varied solid profiles, with SFC be-
tween 6.11 and 30.12% at 10°C. Nevertheless, all of them
presented high relative errors implied by the SFC equal to
zero at the temperatures of 30, 35, and 37.5°C, where, ob-
tained through formulation with the network, responses were
obtained between 0.13 and 0.33%. Although these products
were classified as atypical, all the results were considered ad-
equate, no response having unacceptable values. According
to the statistical analysis accomplished after excluding these
results, significant differences among the responses were not
obtained for the products.

The mean errors obtained by the network for the different
classes of products are presented in Figure 1. The majority of
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Occurrence (%)

Product Classes

025 525-50 B50-100 0 Above 100

FIG. 1. Mean errors presented according to the different classes of
products.

the responses presented mean errors of <25%, representing
100% of the responses in the classes 5 and 6. Mean errors
above 100% occurred in the classes 1, 2, 3 and 4.

The performance of the network related to temperatures
for (i) all the results and (ii) the atypical data can be observed
in Table 4.

In the statistical analysis for all the results, a significant
difference was observed (P = 0,0003) between 35°C and 10,
20, and 25°C. The mean errors found varied between 3.4
(10°C) and 164.9% (35°C). A significant difference was de-
tected in the analysis after excluding the atypical data (P =
7.2 x 107 !1) between the temperatures of 35 and 37.5°C and
the other temperatures.

The performance of the network at the different tempera-
tures, with and without the atypical data, was similar, al-
though after excluding the atypical data, the errors at 30, 35
and 37.5°C were much smaller, indicating a less accurate per-
formance for these products at these temperatures.

The results obtained by the network in relation to its effi-
ciency in generalizing knowledge, can be observed in Table 5.

According to statistical analysis, no difference was ob-
served among the products (P = 0.46). The smaller absolute
mean error (AME) (2.28%) was observed in product 10, of
hard consistency [AE = absolute error = (solicited — experi-

TABLE 4
Performance of the Network at the Temperatures Studied
(with and without the outliers)?

Temperatures (°C)

Mean error 10 20 25 30 35 37.5
For all data (%) 3.4°  3.8° 8.3% 44.5% 164.92b 101.9>
Without outliers (%) 3.3 3.82 8.1 9.1 283> 246"

“Different superscript roman letters mean significant differences among the
samples.
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TABLE 5
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Network Efficiency in Generalizing Data from Unknowns (i.e., blends not used in training)

Solid fat content (%)

Product Blend? 20 25 30 35 37.5°C
1 Solicited (5:5:90) 3.74 1.15 0.36 0.00 0.00 0.00
Suggested (0.07:7.29:92.64) 4.70 1.90 1.10 0.50 0.30 0.10

Experimental (0.07:7.29:92.64) 3.07 1.07 0.45 0.14 0.00 0.00

2 Solicited (10:15:75) 10.19 3.97 2.74 1.14 0.00 0.00
Suggested (25.11:6.02:68.87) 9.70 4.20 2.50 1.20 0.40 0.20

Experimental (25.11:6.02:68.87) 9.93 3.50 1.45 0.62 0.00 0.00

3 Solicited (15:25:60) 17.24 8.64 6.11 3.35 1.01 0.29
Suggested (20.37:21.93:57.70) 17.30 8.80 5.80 3.10 1.00 0.40

Experimental (20.37:21.93:57.70) 17.29 8.65 5.99 3.04 0.60 0.00

4 Solicited (15:35:50) 23.60 13.77 10.16 6.05 2.14 0.59
Suggested (4.94:42.19:52.88) 23.50 13.80 10.10 6.20 2.10 1.00

Experimental (4.94:42.19:52.88) 24.26 14.50 11.17 6.64 2.14 0.94

5 Solicited (15:55:30) 36.13 23.48 18.92 12.12 4.89 2.44
Suggested (9.97:57.89:32.14) 36.00 23.30 18.30 12.40 4.80 2.30

Experimental (9.97:57.89:32.14) 36.46 23.49 18.86 12.43 4.89 2.26

6 Solicited (20:5:75) 7.96 3.13 1.25 0.23 0.02 0.00
Suggested (14.98:8.29:76.73) 7.90 3.40 2.00 0.90 0.40 0.20

Experimental (14.98:8.29:76.73) 7.97 3.01 1.33 0.72 0.07 0.00

7 Solicited (20:35:45) 25.32 14.47 11.05 6.39 1.81 0.63
Suggested (19.84:35.57:44.59) 25.40 14.60 10.50 6.20 2.10 0.90

Experimental (19.84:35.57:44.59) 26.10 14.95 11.32 6.51 1.97 0.84

8 Solicited (25:15:60) 15.34 7.14 4.57 2.05 0.06 0.00
Suggested (40.43:6.25:53.32) 15.20 7.00 4.30 2.00 0.60 0.30

Experimental (40.43:6.25:53.32) 15.52 6.98 3.89 1.20 0.05 0.00

9 Solicited (25:60:15) 45.38 29.80 24.66 16.21 6.88 3.82
Suggested (30.08:58.87:11.05) 46.70 30.60 24.40 16.60 6.80 3.40

Experimental (30.08:58.87:11.05) 48.98 31.29 25.32 17.21 6.99 3.75

10 Solicited (25:65:10) 49.73 32.60 26.41 18.64 7.92 4.30
Suggested (29.94:62.80:7.26) 49.80 33.00 26.60 18.40 7.70 4.00

Experimental (29.94:62.80:7.26) 50.64 32.94 26.80 18.92 7.50 4.41

11 Solicited (35:30:35) 28.73 16.50 12.53 6.96 2.28 0.86
Suggested (39.63:28.67:31.70) 29.20 16.70 11.90 6.70 2.10 0.90

Experimental (39.63:28.67:31.70) 29.44 16.77 12.60 6.94 1.84 0.22

12 Solicited (40:15:45) 20.64 10.73 7.29 3.40 0.36 0.00
Suggested (40.60:14.73:44.67) 20.70 10.50 6.80 3.40 0.36 0.00

Experimental (40.60:14.73:44.67) 20.71 9.94 6.62 3.35 0.39 0.00

13 Solicited (40:35:25) 33.71 19.97 15.40 8.77 2.61 0.95
Suggested (39.60:35.14:25.26) 33.50 20.00 14.70 8.80 2.90 1.30

Experimental (39.60:35.14:25.26) 33.03 19.39 14.58 8.56 2.64 0.57

14 Solicited (45:15:40) 23.42 12.23 8.23 4.04 1.01 0.11
Suggested (40.29:19.03:40.68) 23.30 12.30 8.20 4.30 1.30 0.60

Experimental (40.29:19.03:40.68) 23.83 12.35 8.72 4.36 1.28 0.00

15 Solicited (45:40:15) 40.57 25.16 19.81 12.18 4.50 2.09
Suggested (40.19:44.58:15.22) 40.50 25.50 19.60 12.50 4.50 2.10

Experimental (40.19:44.58:15.22) 42.44 26.72 21.35 13.55 4.92 2.83

16 Solicited (60:15:25) 28.87 15.23 11.16 5.33 1.10 0.40
Suggested (67.42:10.06:22.52) 28.80 15.20 10.00 4.90 1.40 0.60

Experimental (67.42:10.06:22.52) 29.15 15.44 10.51 5.05 0.90 0.00

17 Solicited (65:25:10) 38.72 22.63 17.23 9.78 3.13 1.27
Suggested (60.42:29.59:9.99) 39.00 23.40 17.20 10.00 3.30 1.50

Experimental (60.42:29.59:9.99) 39.96 23.24 17.57 10.50 3.14 1.11

9Blend = (base 1: base 2: oil).

mental)/solicited; AME = (AE,, + AE, ---)/6]. The larger
mean error observed was for product 1 (225%), which is lig-
uid at room temperature. Among the 17 products only prod-
uct 1 presented an error greater than 100%.

Among the temperatures, no difference in performance
was observed, whereas the mean errors varied from 3.2 to

JAOCS, Vol. 76, no. 11 (1999)

98.1% representing the following sequence (in increasing
order of errors): 10, 20, 25, 35, 37.5, and 30°C.

Confirming the high network generalization capacity, the
experts considered that all the results for the formulated prod-
ucts not used in the training step presented solid profiles
(SFC) within the required specifications.
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Using 112 products in training seems not to have resulted
in a superior performance of the network over a network
trained with only 63 products (10). These results indicate that,
more than a high number of samples used in the training, the
choice of the raw materials is fundamental for its success.

Although statistical analysis has indicated quite high rela-
tive errors for some products, the analyses by the experts in-
dicated a very high network efficiency, either for learning or
for data generalization. The experts’ analyses were based on
a very restricted range of variation, most commonly used for
table products. In the case of fats of industrial use the allowed
range of variation also changes according to the temperature,
depending on the use, but generally is much larger than that
considered in the present work. This research demonstrates
that neural networks can be a powerful tool in the formula-
tion of special fats.
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